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IMS Performance tools: Integration and modernization

❑ IMS Performance Solution Pack:

1. IMS Performance Analyzer: Log batch reporting

2. IMS Problem Investigator: Deep-dive log analysis

3. IMS Connect Extensions: Operations and monitoring   

❑ IBM Transaction Analysis Workbench: Cross-subsystem deep-dive, plus log forwarding to 
analytics platforms (AIOPs)

❑ IBM OMEGAMON for IMS: Monitoring, Application Trace, Open Data (AIOPs)

Batch reporting Investigation Operational Analytics



IMS Connect and TM: Complete coverage

IMS 
Connect

In Out

IMS Input Queue

Dependent
region

Application processing

DLI Db2 MQ

Syncpoint

Time in IMS Connect and Transaction Manager

IMS Connect Extensions with IMS Performance Analyzer and Problem Investigator (or Transaction Analysis Workbench)

IMS Performance Analyzer

OMEGAMON for IMS ATF

Today we will use the tools mentioned here to 

identify and  diagnose problems in your IMS-TM-

DB+Db2 transaction environment. Then we will 

see how simple it is to use analytics to visualize 

problems and monitor ongoing operations.



CICS-DBCTL: Complete coverage

CICS

Input Queue

Application processing on a (threadsafe) Open L8 TCB

EXEC CICS
e.g., VSAM FILE 

DLI

Time in CICS

CICS Performance Analyzer

OMEGAMON for IMS and IMS Performance Analyzer

QR TCB is free to do other work

PCB / DLI

The tools and techniques used to visualize and diagnose problems in IMS-TM apply also 

to CICS-DBCTL. First use CICS Performance Analyzer to identify the performance 

bottlenecks and problems in your CICS transaction environment.

https://www.ibm.com/docs/en/cics-pa/5.4.0?topic=started-what-is-cics-performance-analyzer-zos


IMS PA form-based reporting

Powerful and flexible alternative to fixed format reports – ask a question and get an answer

Sample use cases:

• Programs – highest CPU 
consumers

• Databases – most I/O activity

• Regions – over and under utilized

Features:

• Individual transactions or summarization

• Important information always at the top

• Five statistical functions

• Service levels

• View in SDSF, Db2 or spreadsheet, analytics

• 100’s of samples provided



IMS Transaction Index

The IMS Transaction Index is a specialized extract file created by IMS Performance Analyzer batch reporting.

Each record in the index represents an IMS transaction, containing the cumulative information from the IMS log 
about that transaction.

Can be used for a variety of purposes:

1. In IMS PA as log input when the SLDS to too large to reprocess, or no longer exists

2. In IMS PI or TAW to make for quickly locating your problem transaction

3. In TAW to stream transaction information to an analytics platform

Tip: The OMEGAMON ATF transaction summary records written to the log are a good substitute

https://www.ibm.com/docs/en/ims-pa/4.4?topic=reporting-ims-transaction-index
https://www.ibm.com/docs/en/om-ims/5.5.0?topic=550-application-history-reference


Transaction Analysis Workbench

Display is filtered to 

show IMS x'CA01’ 

Transaction Index 

records with excessive 

processing times. 

Enter TX to show 

records related to a 

transaction.

Like IMS Problem  

Investigator, plus:

• Cross-subsystem 

analysis into Db2, 

CICS, MQ, SMF, 

SYSLOG etc.

• Log forwarding of 

log records in CSV 

or JSON format to 

your analytics 

platform e.g., Splunk



Tracking the transaction across subsystems

1.Start tracking a transaction (here, an 

IMS transaction).

2.See the transaction lifecycle events 

from the related logs (here, an IMS 

index and log, SMF file, and a Db2 

log), merged together with no 

preparation required.

3.Notice the jump in elapsed time.

4.In this case, the problem was caused by 

an inefficient table scan initiated by a 

Db2 stored procedure. A drill down of 

the Db2 trace was able to determine 

this.



OMEGAMON for IMS ATF: IMS PA report

• Three reporting levels show increasing levels of trace detail – refer to the docs for OMEGAMON and IMSPA

Transaction  . . . . WEBORDER    Date-Time  . . . . . 2021-08-10-12.25.18.730110
Jobname  . . . . . . IMSPROD1    Region ID  . . . . . 0005        Region Type  . . . . MPP
Elapsed Time . . . .  0.346502   Total CPU Time . . .  0.034430   Dependent Region CPU  0.034430
DLI CPU Time . . . .  0.003504   DB2 CPU Time . . . .  0.011106   MQ CPU Time  . . . .  0.002525
Control Region CPU .  0.000000   DLISAS Region CPU  .  0.000000   Other Regions CPU  .  0.000000
Elapsed time DL/I  .  0.023492   Elapsed time DB2 . .  0.024732   Elapsed time MQ  . .  0.257480

Time                Relative   Duration                                                      Function
hh.mm.ss.thmiju ss.thmiju ss.thmiju CPU Time  Description Resources Verb Ret Code Event
12.25.18.730110            0   0.346502   0.000000  SUMMARY COMPLETION                                                1
12.25.18.736803  +  0.006693   0.000010   0.000008  DLI CALL (TM)                  I/O PCB   GU                       2
12.25.18.736838  +  0.006728   0.000694   0.000345  DLI CALL (DB)         DI21PART PARTROOT  GHU                      3
12.25.18.737558  +  0.007447   0.000126   0.000126  DLI CALL (DB)         DI21PART PARTROOT  REPL                     4
12.25.18.737701  +  0.007590   0.000155   0.000072  DLI CALL (DB)         DI21PART PARTROOT  GHU                      5
12.25.18.737873  +  0.007762   0.000151   0.000151  DLI CALL (DB)         DI21PART PARTROOT  DLET                     6
12.25.18.738039  +  0.007928   0.000152   0.000152  DLI CALL (DB)         DI21PART PARTROOT  ISRT                     7
12.25.18.739910  +  0.009799   0.000651   0.000632  ESS SIGNON            DBP1                                        8
12.25.18.740613  +  0.010502   0.005701   0.004914  ESS CREATE THREAD     DBP1                                        9
12.25.18.746364  +  0.016253   0.000433   0.000390  DB2 SQL               DBP1               OPEN          +000      10
12.25.18.746952  +  0.016842   0.002871   0.001600  DB2 SQL               DBP1               FETCH         +000      11
. . . 
12.25.18.751450  +  0.021340   0.000098   0.000077  DB2 SQL               DBP1               FETCH         +000      19
12.25.18.751666  +  0.021556   0.001545   0.000726  DB2 SQL               DBP1               UPDATE        +000      20
12.25.18.753360  +  0.023250   0.000064   0.000064  DB2 SQL               DBP1               CLOSE         +000      21
12.25.18.753528  +  0.023417   0.001190   0.000528  DB2 SQL               DBP1               DELETE        +000      22
12.25.18.754859  +  0.024749   0.001332   0.000575  DB2 SQL               DBP1               INSERT        +000      23
12.25.18.780598  +  0.050488   0.000149   0.000110  ESS SIGNON            CSQ6                                       24
12.25.18.780812  +  0.050701   0.000282   0.000248  ESS CREATE THREAD     CSQ6                                       25
12.25.18.781136  +  0.051026   0.000023   0.000023  MQ CALL               CSQ6               CONN      00000000      26
12.25.18.781392  +  0.051281   0.000264   0.000264  MQ CALL               CSQ6               OPEN      00000000      27
12.25.18.781761  +  0.051650   0.002328   0.000521  MQ CALL               CSQ6               GET       00000000      28
12.25.18.784188  +  0.054077   0.251098   0.000136  MQ CALL               CSQ6               GET       00000002      29
12.25.19.035524  +  0.305414   0.000230   0.000184  MQ CALL               CSQ6               CLOS      00000000      30

SSA, KFBA, 

and IO area 

also available

https://www.ibm.com/docs/en/om-ims/5.5.0?topic=reference-application-trace-facility-overview
https://www.ibm.com/docs/en/ims-pa/4.5.0?topic=oar-atf-record-trace-report


AIOPs for IMS: Live feed and log forwarding

Live feed (near real-time)

• All OMEGAMON agents including IMS can use the OMEGAMON Data Provider to live-feed attribute groups –
transaction workload and resource usage metrics that are cut at regular intervals. Elastic dashboards in GitHub

• IMS Connect Extensions can be used to live feed IMS Connect transaction details, providing an enterprise view of the 
performance of IMS Connect, datastores and transactions. Splunk dashboards in Splunkbase

Log forwarding (in batch)

• IBM Transaction Analysis Workbench (TAW) can forward all IMS related logs via a batch job – the IMS log, 
OMEGAMON ATF, and selected SMF for CICS, Db2, and z/OS are also supported. Elastic dashboards in Dockerhub

• IMS Problem Investigator can create CSVs for log and OMEGAMON data. Ask Tracy about the upgrade path to TAW

• IMS Performance Analyzer can create CSVs for most of its reporting. In plan are Elastic dashboards for form-based
transaction performance reports, currently available resource usage (IRUR)

Enterprise level

• Z Common Data Provider (CDP), now part of IBM Z Operational Log and Data Analytics, provides near real-time 
operational analytics covering all aspects of your enterprise; by streaming system logs including SMF and SYSLOG 

• IBM zWIC and zWIN combine to provide visibility into interdependencies across z/OS workloads. Correlating system 
wide activity every few seconds can assist in problem determination

https://www.ibm.com/docs/en/om-im/5.6.0?topic=monitor-introduction
https://www.ibm.com/docs/en/om-ims/5.5.0?topic=interface-attributes
https://z-open-data.github.io/odp-elastic-samples/
https://www.ibm.com/docs/en/ims-cex/3.1?topic=forwarding-live-feed-ims-connect-events
https://splunkbase.splunk.com/app/4320/
https://www.ibm.com/products/transaction-analysis-workbench-for-z
https://www.ibm.com/docs/en/taw/1.3?topic=forwarding-logs-analytics-platforms
https://hub.docker.com/r/fundisoftware/taw-elastic
https://www.ibm.com/docs/da/ims-pi/2.5?topic=analysis-reports-extracts-csv-files
https://www.ibm.com/docs/en/ims-pa/4.5.0?topic=setup-extracts-csv-files
https://www.ibm.com/docs/en/ims-pa/4.5.0?topic=guide-form-based-transit-reporting
https://www.ibm.com/docs/en/ims-pa/4.5.0?topic=ruar-internal-resource-usage-reports
https://www.ibm.com/docs/en/z-logdata-analytics/5.1.0?topic=overview-z-common-data-provider
https://www.ibm.com/products/z-log-and-data-analytics
https://www.ibm.com/docs/en/zos/2.4.0?topic=solutions-zos-workload-interaction-correlator
https://www.ibm.com/products/zos-workload-interaction-navigator


IMS and system log reporting:

✓ IMS Performance Analyzer

✓ Transaction Analysis Workbench

Advantages of visualization:

1. Ideal for investigating problems that

occurred one hour or one day ago

2. Can quickly identify the problem

3. Reduces the complexity of relying solely

on batch and green-screen tools

4. Share the results with managers,

application developers and colleagues

5. Analytics tools such as Splunk and Elastic are probably commonplace and encouraged across your organization

6. Awareness and understanding of IMS will improve across your organization

Advantages of IMS (and CICS) tools:

1. Supports most popular analytics 

platforms with minimal configuration

2. No prerequisites – every tool streams

directly to the analytics platform

3. JSON format is friendly to work with and 

simple to change (add new metrics)

AIOPs for IMS : Operational Analytics done two ways 

2. Near-real-time monitoringApplication performance problem1. Historical problem determination

IMS administration and monitoring:

✓ OMEGAMON suite including IMS

✓ IMS Connect Extensions

Advantages of visualization:

1. IMS is contributing to a simple and concise 

enterprise-wide view – all of mainframe 

and distributed together

2. Ideal for ongoing system monitoring

3. Upwards trends and spikes can quickly 

identify an imminent problem

4. Application developers and managers get 

immediate feedback

https://www.ibm.com/products/ims-performance-solution-pack-zos
https://www.ibm.com/products/transaction-analysis-workbench-for-z
https://www.ibm.com/docs/en/taw/1.3?topic=elastic-elasticsearch-configuration
https://www.ibm.com/docs/en/taw/1.3?topic=features-log-forwarding
https://www.ibm.com/products/z-monitoring-suite
https://www.ibm.com/products/omegamon-for-ims-on-zos
https://www.ibm.com/docs/en/ims-cex/3.1?topic=started-overview


OMEGAMON: Open Data  ProviderOMEGAMON: Open Data  Provider

z/OS

OMEGAMON agents

z/OS, Db2, CICS, IMS . . . 

PDS (Persistent 

Data Store)

OMEGAMON Data 

Connect: 

Transformation and 

forwarding

JSON

On or off z/OS

TCPData Interceptor TCP

Native records

E3270ui TEP

API

Time-series

IZSME

YAML configuration



OMEGAMON for IMS: Easy to roll your own

Payload is JSON with field names identical to the IBM OMEGAMON for IMS Docs

https://www.ibm.com/docs/en/om-ims/5.5.0?topic=attributes-address-spaces


OMEGAMON for IMS: System health 

IMS system health

provides the individual IMS 

subsystem view, showing:

• CPU and I/O

• Message queue

• Transaction processing 

rate

• Response time

• Locks

• Address space 

• Dependent regions

• Buffer Pools

• Subpools

• Build your own charts



IMS Performance Analyzer: IRUR

Recent RFE: The IMS PA Internal Resource Utilization Report (IMS log type 45 statistics) in an Elastic dashboard

Report request

Report output

Dashboard



Transaction Analysis Workbench: Elastic Mashup

This dashboard of six 
charts provides an IMS 
and Db2 perspective of 
transaction (and thread) 
activity: 

1. Identifies a problem in 
IMS transaction 
processing

2. Provides the Db2 
perspective, identifying 
Db2 as the probable 
cause

3. Identifies the root 
cause in Db2

This dashboard is a 
mashup of IMS log and 
Db2 accounting (SMF 
101) for our IMS-Db2 
workload

1

2

3



OMEGAMON for IMS ATF

Transaction processing 

CPU and elapsed 

(response) time broken 

down into its components:

• IMS regions

• Application (code)

• DLI database

• Db2

• MQ

Filter results by:

• IMSplex

• Region

• Transaction Code

This dashboard does not

require a mashup

because OM-ATF 

provides IMS and Db2 

metrics in a single record



IMS Connect transaction activity

Use the IMS 

Connect Extensions 

feed to forward 

activity metrics to 

analytics platforms 

such as Splunk

• Distribution of 

workload across 

IMS Connect 

systems to 

IMS DATASTORE 

connections

• Transaction counts 

and response 

times

• Input, OTMA, and 

output elapsed 

times

• SAF elapsed time

https://splunkbase.splunk.com/app/4320/
https://www.ibm.com/support/knowledgecenter/en/SSEPH2_15.1.0/com.ibm.ims15.doc.sdg/ims_hwscfgxx_proclib_datastore.htm
https://www.ibm.com/support/knowledgecenter/en/SSEPH2_15.1.0/com.ibm.ims15.doc.sdg/ims_hwscfgxx_proclib_datastore.htm


CICS Performance Analyzer 

CICS PA is the CICS 
companion to the 
IMS Performance 
Analyzer:

• ISPF dialog to 
request reports

• Batch reporting

• Splunk and Elastic 
dashboards

For all CICS 
workloads including 
IMS DBCTL and Db2, 
CICS PA is the best 
place to start – it can 
tell you whether 
there is a 
performance problem 
in CICS, IMS or Db2

https://www.ibm.com/docs/en/cics-pa/5.4.0?topic=started-what-is-cics-performance-analyzer-zos
https://splunkbase.splunk.com/app/4901/


Thank you

• Summary
• IMS performance tools can help you modernize

• Sending IMS performance metrics to your analytics platform of choice is easy

• IMS performance information is now available to everyone in your organization; 
including managers and application developers on and off the mainframe 

• Don’t use old fixed batch reports. Instead use report forms to ask questions of your 
data

• IBM Transaction Analysis Workbench gives you the power of the IMS Problem 
Investigator, across all the subsystems. A pathway to upgrade from PI to TAW is 
available – please reach out to Tracy.

• More information
• If you would like more information about the three topics discussed today, then please 

contact Tracy Dean tld1@us.ibm.com or me James Martin jamesm@rocketsoftware.com
so we can arrange more targeted and in-depth sessions

https://www.ibm.com/docs/en/ims-pa/4.5.0?topic=guide-form-based-transit-reporting
https://www.ibm.com/docs/it/taw/1.3?topic=started-overview
mailto:tld1@us.ibm.com
mailto:jamesm@rocketsoftware.com
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